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“Tesla car that crashed and killed driver was running 
on Autopilot, firm says”  The Guardian Mar 31, 2018



AI is Powerful Technology
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Powerful Technologies 
Require Smart Regulation
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Early Automobiles



Managing the Risks of Automotive Technology



What about
medical technologies?
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Medical Ethics

• Respect for Persons
» Privacy
» Autonomy

• Beneficience
» Includes non-maleficence

• Justice
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Scientific Ethics

• Creation and dissemination of knowledge
» Transparency
» Objectivity
» Open sharing
» Publication
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Applying these principles to AI
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Beneficence

• Does the AI system improve health?

• Does it have negative side effects?
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Pneumonia Mortality Model

• Goal:  Stratify patient subgroups according 
to mortality risk

» Admit the high-risk patients

» Send the low-risk patients home



Pneumonia Mortality Model

• Unexpected effect:  Asthmatic patients 
identified to be low risk

• Implication:  hospital using this software 
would discharge asthmatic pneumonia 
patients to home

• Problem:  Asthma increases mortality in 
pneumonia patients!

» Source:  Caruana R et al.  Proc. 21st ACM SIGKDD Int
Conf on KDD  (2015)



But what if…?

• The model had been developed for 
commercial purposes…

• Kept as a black box…

• Not been subject to extensive academic 
evaluation…

• What then?



#1 Source of error in AI models = 

Unidentified biases in training data





Opacity Problem in Machine Learning

Source:  Bornstein A. 
Nautilus 2016



So…

AI is full of biases 

And…

We can’t directly study biases due to opacity



Privacy-related harms





Respect for Persons

• Can the patient make informed decisions about how their data is 
used?

• What if any data ownership rights does the patient have?
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Do Americans Care about Control of their Health 
Information?

• Pew Study:  74% said “very important” to be in control of who 
can get info about you

» Source:  Pew Research.  Americans’ attitudes about privacy, security and 
surveillance. 2015

• ONC Study:  8% of individuals had withheld information from 
a healthcare provider due to privacy or security concerns

» Source:  ONC Data Brief No 27.  2015



Ownership of personal health data





HeLa Cells



Shouldn’t we treat personal data the same 
way we treat cells and organs?





But what about de-identification?
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“Using our model, we find that 99.98% of 
Americans would be correctly re-identified in any 
dataset using 15 demographic attributes.”



Justice

•Does the AI system enhance fairness?

•Does it reduce health disparities?

•Does it improve affordability?
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So what can we do about all this?



Scientific Ethics

• Creation and dissemination of knowledge
»Transparency
»Objectivity
»Open sharing
»Publication
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No Black Boxes!
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Achieving Ethical AI in Medicine

• Need to update patient rights regarding PHI
» De-identification
» Right to be forgotten
» Data ownership/control



Data 
Trafficking
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Achieving Ethical AI in Medicine

• Business relationships:  AI vendors, health care orgs, academics
» Ethical downstream uses
» Fair/reasonable pricing on products
» Study and publication
» Patient data rights



Brian’s contact information

• Email: brian.Jackson@aruplab.com
• LinkedIn
• Twitter: @BrianJClinPath
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